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PREFACE
Democracies worldwide are grappling with challenges that have arisen over recent decades, such 
as rising populism, globalization, the impact of social media, and the automation of work. Amidst 
this turbulent time of transformation, artificial intelligence (AI) emerges not simply as a tool, but 
as a transformative technology that could either support or undermine democracy. This essay 
series, Democracy rewired, seeks to unpack the profound relationship between AI and the values 
that underpin democratic societies and governance. This series examines AI’s complex and nuanced 
impact on individual rights, social cohesion, state sovereignty, and the social contract. By doing so, 
the intention is to understand how AI might shape democracies in the years to come, to potentially 
renew the commitment to core democratic values but also to critically engage with AI governance 
and regulation, and the evolution of rights in the digital age. This means not merely reinforcing 
existing frameworks but actively contending with the development of new systems and values that 
may redefine the aspects of democracy that are considered fundamental.

As democracy proceeds further into an AI-enabled world, the essential question is: how can democracies 
ensure AI strengthens their values rather than undermine them? As this series reveals, a genuine shift 
in values will soon necessitate a confrontation with AI’s impact on democratic principles. It will 
challenge society to align the impact of AI with fundamental democratic ideals. The series presents 
crucial considerations of AI governance that, while balancing innovation, prioritizes the preservation 
of democratic trust and integrity, urging thoughtful action to shape AI in service of democratic values.
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Introduction

Democracies around the world are facing fundamental 
challenges that emerged since the mid- to late 2000s. Issues 
like rising populism, addictive and data-hungry social media 
platforms, as well as the automation of work, all present pressing 
policy issues. In this moment of change and vulnerability for 
democratic societies, AI is poised to further disrupt democratic 
government and regulation through myriad of political, social 
and economic impacts while also providing opportunities to 
bolster the core values of democratic society. Given these high 
stakes, ensuring the effective governance and regulation of AI 
is a necessary and worthy pursuit.

This piece examines the relationship between AI and the 
administrative state and tackles a fundamental challenge: 
democratic governments are struggling to effectively regulate 
AI.

The idea of democracy often evokes notions of elections, 
prominent politicians, and kitchen-table issues such as taxes, 
healthcare, and the state of infrastructure. However, democracy 
goes beyond these everyday considerations. It reflects the 
values that enable sharing power across a population by setting 
rules and policies through open debate, effective delegation, 
and fair processes, as well as by protecting human rights and 
fundamental freedoms. The manifestations of these values can 
escape the notice of many citizens who view democracy as 
nothing more than showing up at a voting centre once every few 
years. The essential components of democracy go far beyond 
the simple act of voting in free and fair elections.  They include 
the protection and exercise of individual freedoms of speech 
and assembly, community organizers’ promotion of political 
awareness and action, and the institutional structures that keep 
politicians in check—from an impartial judiciary and media to 
organizations such as the United Nations. Given the diversity of 
processes, rights, institutions, and actions that constitute the 
values of a democratic society, how significantly will AI disrupt 

1.0. AI AND DEMOCRATIC GOVERNANCE

This series begins by considering the urgent question of democratic governance: can it stand firm 
in the face of AI’s vast potential? Today, the promises and perils of technology are pressing upon 
systems of law, policy, and administration, challenging democratic governments to rise to the task of 
regulating AI in ways that align with democratic ideals.

David Baldridge
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democratic processes and thus undermine democratic values? 

AI and the administrative state

AI is often described as a “general-purpose technology”, one 
that has the potential to be used in and thus transform almost 
every aspect of human life, including social interaction, labour 
markets, commercial activity, and the delivery of services like 
healthcare and education.1 Democratic spaces, mechanisms, 
and institutions are equally susceptible to disruption from 
AI. Democratic values, which hold these pillars of democracy 
in place, have already been undermined by AI systems in a 
variety of ways. For example, they have  eroded individual 
rights,2 polarized political discourse,3 and shaped global digital 
economics in a way that has been characterized as “colonial.”4 
On the other hand, AI could also support democratic values 
by enhancing public access to information. AI systems have 
been used in education initiatives and healthcare awareness 
programs5 demonstrating the potential of these technologies 
to improve public participation by fostering an informed 
citizenry. Thus, while the development of AI can be aligned 
with democratic values to preserve and enhance democratic 
societies and governance for future generations, the failure to 
do so may invite severe consequences. However, early attempts 
to reap the benefits of these technologies while avoiding 
their negative consequences have faced serious challenges, 
including the concentration of innovation and knowledge in the 
private sector and the speed of AI development compared to 
the necessarily slow pace of democracy. 

AI and the concentration of power

AI innovation is largely driven by private companies. While 
universities and public research help to advance these efforts, 
the development and deployment of the most impactful AI 
systems is concentrated in the private sector.6 Moreover, some 
of the most powerful and impactful systems today are influenced 
by and partnered with large technology companies that have the 
resources to develop and deploy AI systems rapidly at a global 
scale. For example, the generative AI systems ChatGPT and 
Claude from startups like OpenAI and Anthropic have benefited 
from the resources they have obtained through partnerships 
with Microsoft and Amazon. The tremendous strides made 
possible by these partnerships, such as OpenAI’s 2024 release 
of their own video-generation AI system, have surprised and 
concerned the world.7 

Furthermore, AI expertise is concentrated in the private sector, 
and especially in a limited number of large, powerful firms.8 
This situation seriously impairs the capability of democratic 
governments to regulate AI, as both governments and the 
general public lack the expertise necessary to grapple with 
the impacts of this new technology. Even if governments can 
impose effective regulation, AI is rapidly evolving, and its 
dynamic nature means the rules that governments set quickly 
become outdated. For example, policymakers in Canada 
unveiled an attempt to regulate AI in June 2022, which quickly 
became largely obsolete with the emergence of sophisticated 

generative AI. The legislation died on the order paper following 
the prorogation of Parliament in January 2025 and is unlikely 
to be reintroduced, especially as Canada’s new Minister for AI 
and Digital Innovation recently signaled a shift in focus away 
from regulation and toward harnessing economic benefits. 
What this approach will look like in practice remains unclear. 
Put simply, emerging technologies move quickly; regulations 
do not.9 

The challenge of AI regulation by democratic governments

The challenge of AI regulation by democratic governments 
goes beyond the dynamic nature of AI or the consolidation of 
knowledge in the private sector. It also lies in ensuring a balance 
between effective governance and the principles of consultation, 
informed public participation, and respect for individual and 
corporate autonomy. Democratic systems traditionally value 
input from citizens, strive for transparency and accountability, 
and seek to avoid undue intrusions. Navigating these principles 
within the rapidly evolving landscape of AI poses a unique 
challenge for regulatory frameworks. By design, democracy 
is slow even at the best of times. The processes described 
above are time consuming. Policymakers and citizens become 
aware of a problem, inform themselves about it, deliberate 
over possible solutions and then assess those solutions for 
their effectiveness. Society is witnessing the difference in 
speed between the development of regulation in democracies 
and AI advancement in the private sector play out in real time. 
Democratic processes are taking years to develop AI regulation, 
as was observed in Canada10 and the European Union.11 
Meanwhile, the knowledge gap12 between the government and 
private sector continues to grow, giving rise to a new worry for 
policymakers: the economic13 and national security implications 
of falling behind the AI innovation curve.14 All these challenges 
expose one core truth: the ability to apply democratic values 
to AI through new regulation is crucial. Failure to do so could 
undermine the entire democratic system as the private sector 
and authoritarian states consolidate expertise, knowledge, and 
control. 

If democratic governments cannot effectively regulate AI, 
the site of AI regulation will move elsewhere. Specifically, 
governance initiatives will be led by industry itself, as it has the 
expertise, flexibility, innovative mindset, and understanding of 
AI’s future development necessary to create and adapt effective 
rules, standards, and certification systems. Although these are 
important elements of AI governance, self-governance alone 
is an inadequate approach to regulation.15 Private companies 
are always incentivized to prioritize profits and market share 
over the public interest. Thus, giving private companies 
responsibility to regulate themselves may lead to regulatory 
systems that do not fully serve the public interest and which 
also undermine public trust in AI regulation. This is what 
happened when a lack of effective regulation caused the 2008 
financial crisis, severely undermining public confidence in the 
financial sector and requiring an overhaul of United States 
financial regulation.16 
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Authoritarian governments may also be afforded an advantage 
by inefficient democratic decision-making on AI. Authoritarian 
governments, by swiftly infusing AI with their political values 
and shaping governance to align with their interests, might 
wield more influence over both the development of AI and its 
governance than proponents of democracy would find acceptable. 
This phenomenon is already starting to materialize in nations 
frequently characterized as authoritarian. China, for example, 
moved quickly to implement regulation in various sectors of 
AI development, including generative AI, which some have 
suggested is influenced by the government’s desire to maintain 
control over political discourse and content generation.17 

A way forward

Democratic governments do not have the capacity to effectively 
regulate AI due to the technology’s dynamic nature, the 
concentration of expertise in the private sector, and the 
necessarily slow pace of democratic institutions. This is a 
problem worth solving which will require  innovative forms 
of regulation. For example, some researchers at Schwartz 
Reisman Institute for Technology and Society have proposed 
an AI registry18 or a market-based third-party auditing regime19 
as potential policy solutions to effectively regulate AI. To meet 
these challenging governance tasks, democracy must be robust. 
Ensuring that it remains a viable form of government in the age 
of AI starts with a close examination of AI’s other impacts on 
democratic values, as subsequent pieces in this series aim to 
do.



7	 Democracy rewired: Safeguarding democratic values in the age of AI

Introduction

Individual freedom is a core democratic value. It is what 
differentiates genuinely democratic societies from authoritarian 
regimes that legitimize themselves through performative elections. 
Civil liberties and democratic values are mutually reinforcing. 
Democracy ensures that people can replace politicians who 
are restricting their liberties. Similarly, civil liberties protect 
the democratic process by empowering individuals to exercise 
their rights, form and express diverse opinions, and actively 
participate in shaping the direction of their government without 
fear of repression or arbitrary control. While civil liberties like 
freedom of speech and voting rights are essential in democratic 
societies, they are not democratic values themselves. Instead, 
they stem from core democratic values like equality and dignity. 
Among these principles, privacy and autonomy are particularly 
relevant in the context of AI, given the profound ways AI can 
shape personal freedom and individual decision-making. 

AI’s impact on privacy

The insights AI applications can generate from personal 
information are raising concerns about privacy in a variety of 
sectors. New applications of AI can transform the privacy 
implications of existing infrastructure and data collection. 
Consider, for example, the new implications of being filmed by 
security cameras in the world of deepfakes and facial recognition 
technology, or of accessing video therapy now that therapists 
may use an AI notetaker without your knowledge or consent. 
This brief focuses on the privacy concerns raised by surveillance, 
since it is an aspect of privacy that closely and clearly impacts 
democratic values. 

Surveillance refers to “any activity that monitors behaviours, 
actions, or communications.”20 It can range from broad efforts, 
like surveillance cameras covering high traffic public areas 
such as shopping malls and airports, to targeted surveillance 

2.0. INDIVIDUAL FREEDOMS AND AI

Democracy is not just a system, it is the beating heart of individual freedom. In essay two, attention 
is turned to the inherent rights of privacy and autonomy, which are eroding due to AI’s capacity to 
observe, shape, and influence these foundational values that give democracy strength. Protecting 
these values becomes crucial not only to safeguard individual rights but also to reinforce the 
democratic principles that rely on them.

David Baldridge and Maggie Arai
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of individuals through phone wiretaps, location tracking, and 
human observation. The impact of AI on surveillance is already 
becoming clear. The use of AI in the criminal justice system 
is subject to particular scrutiny because enhanced surveillance 
powers for the state have serious implications for its citizens, 
namely, criminal punishment. For example, jurisdictions around 
the world are grappling with how to regulate police use of facial 
recognition technology or even whether to permit its use at all.21 
While police forces may seek more limited applications of such 
technology, it is not difficult to imagine Orwellian scenarios 
where facial recognition is used in ways that sacrifice individual 
rights under the guise of “preventing crime.” Indeed, private 
companies are already using this technology to identify and 
police adverse parties.22 

One of the most frightening aspects of this situation is that it does 
not require significant changes to the surface-level relationship 
between citizens and the state. Rather, it challenges the existing 
equilibrium between personal privacy and legitimate state 
needs to engage in surveillance and maintain order. There is an 
accepted degree of state surveillance in daily life in the form of 
video camera surveillance, direct observation by police officers, 
fingerprinting, and DNA analysis. There is a level of  comfort with 
breaching individual personal privacy, sharing personal images 
on social media, using facial recognition to unlock phones, and 
allowing location tracking for ease of navigation. AI significantly 
increases the accuracy and intrusiveness of the insights that 
can be determined based on this data. Essentially, the existing 
mechanisms of state surveillance now have better and more 
sensitive information at their disposal.

The insights AI can glean from existing data and infrastructure 
facilitates intrusive surveillance that undermines the core 
of a free and democratic society. The United States Supreme 
Court has quoted Chief Justice John Roberts saying that new 
technologies can facilitate surveillance which would “alter the 
relationship between citizen and government in a way that is 
inimical to democratic society.”23 This is because surveillance 
concerns more than just basic violations of privacy. Widespread 
surveillance can create a chilling effect and dissuade people 
from exercising other fundamental freedoms, such as freedom 
of speech and assembly, which are core to any functioning 
democracy. AI has the capacity to significantly increase the 
effectiveness of state surveillance, thereby magnifying this 
chilling effect. For example, facial recognition technology can 
process huge amounts of video surveillance footage in real time 
and provide accurate identification of individuals who attended 
a protest. Predictive policing tools could scan internet traffic and 
allow police to pre-empt protests. Exercising rights to free speech 
and assembly, even on issues of fundamental importance, comes 
under threat if there is a virtual certainty of being identified and 
arrested after the fact or if a protest is prevented from the outset.

AI’s impact on autonomy

Autonomy is a vital democratic value, as it underlies the freedom 
for individuals to think, make decisions, and act without undue 
influence. For example, autonomous thinking is a necessary 

precursor to free and informed decision-making, which is the 
cornerstone of the democratic process. Autonomy also includes 
the freedom to pursue individual interests. In a democratic 
society, people are free to explore new ideas, innovate, and 
contribute their unique talents, which fuels social progress and 
economic growth. This freedom to think and act independently 
fosters creativity and diversity of thought, which are vital 
elements of a functioning democracy. 

False information and attempted influence have always 
challenged people’s autonomy. For example, politicians and 
advertisers have long been accused of distorting, exaggerating, 
and even completely ignoring the truth. However, as AI becomes 
increasingly capable of mimicking human thought, it presents 
new and bigger challenges to people’s ability to think freely 
about emergent political, economic, and social problems. 
Today’s powerful AI can enhance the quantity and quality of 
misinformation and facilitate the creation of hyper-personalized 
digital content. 

AI-powered image generators can be used to create fake 
photorealistic images to perpetuate political narratives. Examples 
include AI generated images of Donald Trump interacting with 
Black Americans24 and a Toronto mayoral candidate using 
exaggerated images of homeless encampments25 on his website. 
Malicious actors can use AI-powered bots to flood social media 
with false or misleading content, polluting the information 
ecosystem and lowering trust in information among the general 
public. 

AI can also impact an individual’s political autonomy by using 
personal information (freely available in the era of social media) 
to create hyper-personalized content to sway individual opinions. 
The ability to target consumers with ads and content specifically 
tailored to their desires may not seem particularly insidious at 
first—after all, it could be considered useful to show a new parent 
when there are discounts on diapers. Yet when considered at a 
higher level, it becomes clear that such hyper-personalization 
also allows for insidious uses. People could be targeted based on 
their political views, for example, to attempt to sway these views 
in advance of an election. It is not a far stretch to imagine such 
targeting being used to amplify extremist viewpoints or incite 
violence. 

Political parties and consultants have been engaging in the 
personalization of content and misinformation tactics for as 
long as mass audiences have existed. However, AI’s ability to 
create and distribute content at an unprecedented scale (and to 
considerably greater effect than previously possible) significantly 
exacerbates these problems. The sheer volume of realistic but 
false content has the potential to pollute the entire information 
ecosystem. This has serious ramifications for the ability to make 
informed, independent decisions based on a clear understanding 
of the facts—the essential basis of freedom of thought. In 
extreme cases, it may even go so far as to entirely displace 
autonomous political thinking. This concern is not limited to 
deliberate acts of interference.26 Even unintentional actions by 
AI systems, such as recommendation algorithms on social media, 
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can amplify polarizing content, subtly influencing public opinion 
and destabilizing political landscapes without any explicit intent.

In addition to undermining political autonomy through the 
proliferation of disinformation and hyper-personalization, AI 
threatens democratic autonomy in a subtler but equally 
significant way: by undermining the conditions necessary for 
independent thought and creative expression. The growing use 
of AI in artistic and journalistic workspaces has sparked concern 
not only over copyright infringement and job displacement, but 
also over the erosion of the economic and creative agency of 
individuals. Journalism informs democratic decision-making; art 
encourages self-reflection and challenges dominant narratives. 
When AI systems flood these domains with synthetic content or 
devalue human work, they constrain the capacity of individuals 
and communities to think critically, express themselves freely, 
and participate meaningfully in public life. Protecting these 
professions is thus not merely a matter of economic fairness—it 
is essential to preserving the democratic value of autonomy.

AI has a clear impact on privacy and autonomy: the existence 
of technology-facilitated surveillance and dis/misinformation 
is well documented. Intrusive surveillance and misinformation 
are harmful in and of themselves, but their explicit threat to 
democratic society, particularly the ways in which they are 
exacerbated by rapidly advancing AI technologies, demands 
deep thinking about how to protect individual freedom in the 
age of AI. 

Considerations to protect individual rights and freedoms

The technological barriers that previously defended basic 
individual freedoms are being lifted. It is generally accepted 
that police may review security camera footage in an attempt 
to identify criminal suspects and that political parties may 
seek to tailor their messaging to influence individual voting 
behaviour. Regulations exist to limit both of these activities. 
Police surveillance is a heavily regulated process and, though 
political parties are not subject to privacy regulation in Canada, 
there have been past legislative efforts aimed at imposing 
new regulation in this area.27 The problem is that advanced AI 
systems are overwhelming these existing or proposed safeguards.

There is a strong need to craft policies and regulations that 
protect basic individual rights. Firstly, similar to how Canadian 
common law recognizes most health and financial data as 
sensitive personal information, the use of personal information 
for political purposes could also be considered sensitive in order 
to put appropriate limits on personalized political messaging. 
Additionally, election advertising is already subject to 
considerable regulation in most democracies; specific provisions 
for AI-facilitated advertising could be considered here as well. 
Finally, in Canada, political parties are not currently subject to 
federal data protection law.28 Its data protection laws are in dire 
need of modernization, an attempt that failed alongside Canada’s 
attempt to federally regulate AI when Bill C-27 died on the order 
paper in January. Without federal AI legislation or adequate 
data protection, Canadians are vulnerable to exploitation and 

intrusion on their rights. 

A way forward

The era of AI demands a renewed focus on privacy and autonomy, 
both as inherent goods and to ensure that other fundamental 
freedoms are not dampened by a chilling effect resulting from 
mass surveillance. The emergence of these new technologies 
demands a rethink of the boundary between the citizen and 
the state, or the public and the private. These boundaries are 
defined by rights. Constitutional rights protect citizens from 
state overreach, and property rights demarcate spaces of private 
control, among others. Rights evolve to adapt to new technologies, 
such as the recognition that privacy rights should extend to SMS 
conversations in recognition of the emergence of texting as a new 
medium of private conversations.29 

Democracy at the individual level depends on access to 
trusted information and the ability to think critically, enabling 
independent reasoning and decision-making. Protecting an 
individual’s freedom to reflect on the kind of society they wish 
to live in is essential to democratic values. This process must 
remain free from undue pressure, influence, and surveillance. AI 
cannot be allowed to make democratic deliberation an artificial 
process.
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Introduction

Individual rights and freedoms are the foundation of democratic 
societies, ensuring that citizens can actively participate in 
governance and public life. Fundamental liberties, such as 
freedom of speech, expression and assembly, along with the 
right to vote, are not just valued principles but essential pillars 
that uphold democracy itself. However, the core tenets of 
democracy are not just about the individual. Democracy in and 
of itself refers to the “power of the people”—it encapsulates the 
importance of social identity, which emerges from shared norms, 
values, and practices that shape how individuals see themselves 
within a collective. This foundation fosters social cohesion—the 
sense of solidarity, belonging, and mutual commitment that 
enables collective decision-making. 

AI is reshaping the way groups engage with each other and 
in democratic processes, influencing how information is 

shared, discussions unfold, social identity is formed, and 
collective decisions are made. As these technologies become 
more embedded in public life, they have the power to erode 
the foundations of informed and inclusive social engagement 
or strengthen democratic participation. The challenge lies in 
ensuring that, through deliberate governance and safeguards, 
AI serves as a tool for enhancing, rather than undermining, the 
social cohesion on which democracy depends.

AI as a destabilizing force in social cohesion

Democracies thrive on a diversity of freely exchanged 
perspectives and opinions, fostering mutual understanding and 
empathy, rich public discourse, and social cohesion. A key part 
of this cohesion comes from the way individuals build social 
identities through shared affiliations. These identities, in turn, 
enable collective agency—the ability of groups to define cultural 
norms, reinforce shared values, and coordinate action toward 

3.0. BALANCING AI AND SOCIAL COHESION

This third essay widens the perspective from the individual to the collective, emphasizing social 
engagement and meaningful public discourse as essential values for an informed democratic 
populace. The impact of AI  is examined as both a destabilizing force and promising participatory 
tool for social cohesion, highlighting the challenge it poses to the collective engagement necessary 
for democratic legitimacy.

Alicia Demanuele, Maggie Arai, and Monique Crichlow
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common goals. Sustaining cohesion depends on an open and 
trustworthy information ecosystem where diverse perspectives 
can interact, disagreements can be navigated, and shared 
understandings can emerge.

However, ideological polarization in Canada is growing,30 and 
can be exacerbated by technologies like AI. By offering highly 
customized content online, AI algorithms can often reinforce 
certain beliefs through repetition, or even cause users to live 
in a personalized “filter bubble” or “echo chamber” where they 
are not exposed to ideas outside of the ones they already hold.31

Increasingly personalized content fragments shared reality, 
making it more difficult for individuals to form social identities 
rooted in common experiences. Without a shared sense of 
reality, connecting with others becomes more challenging, 
weakening social cohesion and deepening divisions that hinder 
mutual understanding or compromise. These divisions are 
reinforced by the digital economy where online revenue, driven 
primarily by ads, increases with user attention and engagement. 
When algorithms prioritize corporate profit over the health of 
democracy, they exploit the attention economy by delivering 
content that captures user interest, often amplifying negative 
or sensational material that drives the most engagement.32 

Without appropriate safeguards, AI threatens to intensify 
narrative uniformity, fundamentally altering how information 
is spread and accelerating ideological polarization at the 
expense of a diversity of perspectives.33 This undermines the 
open exchange of ideas and robust discourse vital to the social 
fabric of democracy and fractures the shared reality essential for 
collective decision making.

Disinformation and the erosion of democratic integrity 

A healthy democracy depends on an informed citizenry, where 
individuals have access to credible information to make 
knowledgeable choices during elections, participate in public 
debate, and hold leaders accountable. However, the online 
information ecosystem has become increasingly polluted. 
AI enables the rapid creation and dissemination of mass 
disinformation, threatening the credibility and authenticity of 
information that democracies rely on. While disinformation 
has always shaped public discourse through mechanisms like 
propaganda or biased reporting, today’s environment presents a 
uniquely challenging threat due to the unprecedented scale and 
sophistication of AI-generated content. 

People have often relied on trusted, established institutions 
like journalism to provide structure for verifying information 
and distinguishing between credible and misleading content. 
However, in the AI era, models such as ChatGPT are increasingly 
relied upon as sources of information, functioning like search 
engines, but with the ability to generate human-like responses 
in a conversational manner. While this shift reshapes how 
information is accessed, it also raises serious concerns given 
that even leading AI models have been shown to produce 
inaccurate, incomplete, misleading, and potentially harmful 
answers to critical information, such as election queries.34 

These shortcomings weaken public discourse, democratic 
participation, and trust in institutions.

Beyond spreading falsehoods, AI-driven disinformation blurs the 
line between authentic public sentiment and artificially amplified 
narratives, making it harder to discern what constitutes genuine 
public opinion. This is evident in the broader phenomenon of 
astroturfing—the creation of fake grassroots efforts to portray 
a false impression of widespread shared opinion. Astroturfing 
strikes at the core of AI’s threat to collective agency. It creates 
the deceptive appearance of large-group consensus where 
no such consensus exists, manipulating the “power of the 
people” to instead serve individual interests. This is especially 
dangerous because human decision-making is deeply influenced 
by social cues—what others believe shapes our own beliefs, 
and conformity often carries social and psychological value.35 

When large-scale consensus is fabricated, public discourse 
loses its legitimacy. For instance, nefarious actors could use 
astroturfing tactics to influence proposed regulation by flooding 
public consultations with AI-generated responses disguised as 
citizen input. Such nefarious uses of AI may cause politicians 
to look at constituent correspondence with a high degree of 
skepticism,36 thereby reducing the impact of traditional public 
opinion engagement that is characteristic of democracies. 

Technology has skewed perceptions of institutions and processes 
that once functioned as important checks and balances, 
deepening skepticism, sowing division, and complicating efforts 
to maintain an informed public. 

Preserving the integrity of collective engagement

Groups have always been central to how humans organize, and 
play an important role in democratic societies. People naturally 
exist within groups—whether in workplaces, neighbourhoods, 
religious communities, activist organizations, or online 
networks—which shape how we connect, engage, and navigate 
society. Through these shared affiliations, individuals transition 
from personal identity to social identity, participating in 
subcultures that influence their beliefs, behaviors, and actions. 
In a democracy, such groups play a vital role in shaping public 
discourse, ensuring policies reflect the collective will and 
holding governments accountable.

One way groups drive change in practice in democratic societies 
is through public interest organizations, which advocate for 
policy reforms, social justice, and the protection of collective 
rights. These groups rely on their ability to organize, mobilize 
supporters, and amplify underrepresented voices to influence 
decision-making. Traditionally, this has been achieved by 
forming collective movements, such as unions or advocacy 
groups, that gain strength through their membership and 
broader public awareness of their cause. AI-driven disruptions 
to the information ecosystem make it harder for these groups 
to reach and amplify marginalized voices, especially given that 
AI algorithms tend to reflect “averages” in online discourse, 37 
which may cause majority views and concerns to be favoured at 
the expense of minority groups. 
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At the same time, the traditional mechanisms that advocacy 
groups depend on, such as petitioning governments or rallying 
public support, lack leverage over technology companies, which 
control the AI systems and data shaping public discourse. As a 
result, advocacy efforts are increasingly distorted, as major tech 
firms—driven by profit rather than public interest—hold growing 
influence over the shared spaces where democratic debate and 
knowledge mobilization take place.38

If collective agency erodes, the consequences extend beyond 
the loss of agreement—they threaten to  undermine coordinated 
social and political action, weakening democratic governance. 
Policies risk becoming detached from the public will, 
compromising democratic legitimacy. As a result, AI’s role in 
society must be carefully managed to ensure that it enhances, 
rather than diminishes, our capacity to organize, deliberate, 
and act together. Achieving this will require rethinking 
existing mechanisms, or developing new ones, for democratic 
deliberation and participation that are tailored to an AI- and 
data-driven world. This includes government interventions to 
curb the concentration of power among tech firms, transparency 
measures to ensure algorithmic accountability, and innovations 
in civic engagement that empower diverse voices. Without 
such efforts, the erosion of collective agency risks deepening 
democratic deficits, making societies more susceptible to 
manipulation and fragmentation.

AI as a promising participatory tool for social engagement

Despite the challenges AI presents for social and democratic 
engagement, it may also be an effective tool in realizing the 
collective benefits of democracy. Generative AI tools, like 
ChatGPT, have the potential to increase civic knowledge by 
allowing complex political and policy issues to be presented in 
an accessible way that aligns with individual learning styles.39 
Notwithstanding aforementioned issues with accuracy, reliability 
and hallucination, AI can serve as one of many tools to facilitate 
learning and enable curiosity. In an ideal setting, citizens who 
are informed about current issues are better positioned to 
meaningfully participate in groups and exercise that collective 
agency to promote shared progress and interests.

Deliberation is another fundamental element of democracy by 
which individuals and groups can interject their perspectives 
to influence the social order and normative values that are core 
to the social contract. AI has the potential to enhance these 
deliberative processes, thus strengthening society’s collective 
ability to govern.40 A prime example of this is vTaiwan, a 
decentralized open consultation platform that facilitates 
collaborative discussions on national issues.41 One of its core 
tools is Pol.is, an online tool for large-scale conversations focused 
on finding solutions to a variety of issues within the digital 
economy. It uses AI to discern clusters of similar sentiment, 
helping citizens understand competing perspectives and bridge 
divides by highlighting commonalities among polarized groups.42 
By facilitating meaningful deliberation and enhanced citizen 
participation, tools such as Pol.is present clear opportunities for 
strengthening collective agency. 

AI tools can also provide administrative support for the types of 
routine tasks necessary to uphold various democratic processes, 
such as summarizing and translating audio and text outputs 
from collective deliberations. In practice, it can be difficult for 
government bodies to effectively process all public input—AI 
tools can assist with this by processing enormous amounts of 
data. In a similar vein, AI tools can collect, summarize, and make 
sense of public sentiment for both governments and civil society, 
bringing collective opinion and consensus to the forefront for 
key decision-makers. One example of such technology is Delib, 
which provides governments and related organizations with 
tools that facilitate citizen participation in decision-making. 

Finally, AI can be leveraged by public interest and advocacy 
groups to amplify their efforts, empowering citizens to 
participate more actively in collective initiatives and influence 
policymaking. For instance, in the United States, the platform 
Civis helped the Human Rights Campaign—the nation’s largest 
civil rights organization advocating for LGBTQ equality—
streamline their data analysis and reporting processes.43 This 
enabled the organization to allocate more time and resources 
to engaging with constituents and supporting pro-equality 
candidates. By providing powerful tools like these, AI can bolster 
the impact of collective agency, allowing advocacy groups to 
focus on advancing their missions and amplifying their voices in 
the political and social spheres.

These examples illustrate that AI does not only present a threat to 
social cohesion and the collective agency vital to well-functioning 
democracies; it also presents many opportunities to amplify and 
support democratic processes. However, it is important to note 
that AI applications are currently overwhelmingly centralized in 
a few large technology firms, with a focus on corporate, rather 
than public, interest. It is therefore vital to pay close attention to 
how AI continues to shape and impact democracy, and intervene 
to ensure this impact is beneficial rather than detrimental.

A way forward

AI is reshaping the social foundations of democracy, influencing 
not just how we engage with information online, but how we 
forge social identities, build consensus, and exercise collective 
agency. As a society, we must preserve our ability to connect 
with others, form groups, and participate meaningfully in 
democratic processes. 

As policymakers design frameworks and interventions to unlock 
the benefits of AI, an approach that maintains critical aspects 
of democratic integrity is necessary. Such approaches should 
promote deliberation, and balance different voices and power 
asymmetries in deriving solutions. If left unchecked, AI risks 
fragmenting the very social fabric that enables democratic 
engagement and collective decision-making. It’s essential 
then that AI be harnessed in a way that supports, rather than 
diminishes, our collective capacity to deliberate and act together.
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Introduction 

Prior essays in this series have traced the evolving relationship 
between AI and democratic values, highlighting challenges at 
the administrative state, individual, and group levels. This piece 
shifts focus to a global perspective, emphasizing sovereignty, 
which now extends beyond physical borders into a globalized 
world fueled by AI. States must navigate powerful actors, 
complex technologies, and the trade-offs between maintaining 
control and fostering global interconnectedness—all while 
upholding the democratic values inherent in global interactions 
and rooted in the rule of law that underpins the international 
governance system to which states adhere. This essay surveys 
opportunities for international governance to counterbalance 
AI’s destabilizing effects, suggesting that collaborative 
frameworks may be essential to preserving state sovereignty and 
democratic integrity in the face of rapid technological change.

A paradigm shift for sovereignty and democracy

As AI continues to evolve within a globalized system—shaped 
by various forms of government, powerful private entities, 
and expanding control over digital spaces—sovereignty is 
increasingly strained. Traditionally, sovereignty has been rooted 
in territorial control, with land borders defining the extent of 
state authority. This foundational understanding has allowed 
states to retain authority not only over political, economic, and 
social affairs within their borders, but also to manage external 
relations such as regulating cross-border movements of goods, 
services, people, and capital.

However, the advent of advanced AI complicates traditional 
notions of state autonomy. AI’s reliance on global data flows, 
cross-border digital infrastructure, and decentralized networks 
of actors weakens states’ ability to regulate and control AI within 

4.0. THE EVOLUTION OF SOVEREIGNTY IN THE AGE OF AI 

This fourth essay goes beyond borders, to confront AI’s impact on democratic sovereignty in an 
interconnected world. Today’s sovereignty must span beyond physical borders, rising to meet the 
digital domain. The essay discusses how international cooperation is no longer a choice but a necessity 
that might counterbalance AI’s destabilizing effects on democracies, with collaborative frameworks 
as a potential safeguard.

Jamie Sandhu and Monique Crichlow
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their borders while simultaneously drawing states into decisions 
on foreign policy over concerns of being excluded from the 
benefits of AI adoption. External actors, including multinational 
corporations and foreign governments, significantly influence 
the development and governance of AI, challenging the state’s 
monopoly on authority.

In democratic societies, sovereignty is a core value of political 
legitimacy, enabling citizens to exercise power through their 
elected government. Yet, without stronger global governance 
frameworks, the unchecked proliferation of AI risks undermining 
state sovereignty and threatens the very foundation of democratic 
legitimacy. The impact of AI on democratic governance tests 
the resilience of sovereign state power in an increasingly 
interconnected world in several ways.

Compromised governance and sovereignty 

One major challenge lies in the AI-rich global economy, where 
AI technology companies are overwhelmingly concentrated in 
Western democracies—especially the United States.44 This 
imbalance of power can undermine states and force them to 
relinquish their sovereignty in various ways. 

One way this imbalance manifests is through digital 
extractivism—a process researchers describe as firms 
extracting vast amounts of data from users around the 
world. This extraction thrives in regulatory environments with 
minimal oversight, enabling firms to collect data with little 
accountability to the countries of origin.45 These firms—often 
located in countries with advanced infrastructure, substantial 
research and development funding, and large user bases—use 
this extracted data from states and local industries to develop 
profitable and proprietary AI models. 

Moreover, data collected from around the world is transferred 
across borders, landing in servers located in major data-hosting 
nations. This practice subjects data to foreign legal frameworks, 
regardless of their origin. As highlighted by experts, regulators 
in the nations where data originates often lack the means or 
leverage to counter these practices, weakening or eliminating 
state sovereignty over digital assets and reinforcing the 
economic inequalities that have long defined global relations.46 

This situation not only helps extractivist states to gain economic 
power via technological development, but also allows firms to 
shape regulations in their favour, further diminishing national 
control over key resources. These trends are especially evident 
in regions with weak data protection laws or outdated legal 
frameworks that struggle to keep pace with AI advancements. In 
fact, this regulatory landscape is extremely common. While the 
European Union and China have enacted strict data localization 
laws to safeguard their sovereignty, such measures remain rare 
globally.

In the global AI economy, firms influence both foreign and 
domestic policies and regulations, which in turn cement 
their dominance. Nations lacking substantial AI development 

capabilities then become reliant on foreign-controlled 
technologies and data infrastructure. In a global AI-driven 
economy, this reliance compromises their ability to govern 
and protect their citizens’ interests independently. As a result, 
the economic and political decisions of these nations are 
increasingly shaped by the priorities of technology giants and 
the countries where these firms are based, rather than by their 
own governments. This dependency not only jeopardizes control 
over critical resources but also threatens the very foundation of 
national governance.

AI, election integrity, and national security

While foreign control over critical components of a state’s 
policy is not unprecedented, AI intensifies these challenges 
by transcending national borders and influencing global 
decision-making processes. Its vast data requirements and 
deep integration into the societal fabric give it a unique global 
reach, making it a significant player in shaping domestic and 
international political landscapes. AI-driven technologies, as 
explored in earlier essays on individual freedoms and social 
values, possess the power to influence public opinion, automate 
decisions, and even predict or manipulate behaviour on a global 
scale—often without sufficient oversight from any one nation. 
With regard to sovereignty, the problem is that AI facilitates 
voter manipulation which, in turn, grants some foreign control 
over a nation-state.

A key example of AI’s global influence on democracy is election 
integrity. The Cambridge Analytica scandal,47 in which AI-driven 
algorithms were used to micro-target voters  in multiple countries, 
48 raises concerns about  how foreign entities might manipulate 
democratic processes on a global scale. This concern is not 
limited to deliberate acts of interference.49 Even unintentional 
actions by AI systems, such as recommendation algorithms on 
social media, can amplify polarizing content, subtly influencing 
public opinion and destabilizing political landscapes without 
any explicit intent.

As AI technologies become more sophisticated, so too does their 
potential to interfere with democratic systems—raising growing 
concerns about national security. One prominent example is the 
use of AI-generated deepfakes to spread mis/disinformation50 
and undermine election integrity.51 This issue has drawn 
the attention of policymakers around the world, leading to 
legislative responses in countries like the United States52 and 
Canada,53 aimed at safeguarding democratic processes from 
foreign AI-enabled interference.

Beyond elections, the global implications of AI extend 
into military and national security strategies. AI-powered 
technologies are transforming modern warfare and challenging 
traditional understandings of sovereignty and territorial control. 
For instance, autonomous weapons systems, as described by 
researchers,54 use advanced algorithms to detect movement 
patterns and analyze communications, enabling states to identify 
threats and carry out targeted operations with unprecedented 
accuracy. However, these same capabilities can be co-opted by 
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hostile actors to conduct espionage, disrupt critical infrastructure, 
or enter a nation’s airspace undetected, as is increasingly 
possible with precision drones—thereby undermining sovereignty. 
Moreover, researchers warn that growing reliance on foreign AI 
technologies may erode national control over security operations, 
particularly in the absence of robust international frameworks to 
limit external influence on sovereign defense strategies.55

The erosion of domestic control over critical infrastructure and 
political discourse challenges traditional notions of sovereignty 
and weakens the foundations of democratic governance. As 
national borders grow more permeable to global technological 
influence, states face a difficult choice: to strengthen sovereignty 
through self-reliance or to engage with international AI governance 
frameworks.

On one hand, global cooperation can help address transnational 
security risks and foster innovation. But when unbalanced or 
dominated by a few powerful actors, it can also expose states 
to external pressures that compromise autonomy and democratic 
decision-making. On the other hand, a more protectionist stance 
might better preserve national control—but at the cost of isolating 
a country from the very collaborations and technological advances 
needed to safeguard democracy in a connected world.

Precarious futures and the opportunity for international governance 

States less aligned with Western democratic values are emerging 
as major leaders in AI,56 and offering alternative models57 for 
an AI-enabled society. As the influence of AI development from 
these regions grows, like China’s Digital Silk Road, countries may 
face tough decisions about whether to align their policies with a 
Western model that emphasizes democratic governance or a less 
democratic alternative that offers advantages like sovereign state 
control and economic integration.58 

In practice, this could mean adopting AI in ways that prioritize 
state control over data and technology, often at the expense of 
transparency or individual privacy. For instance, states might opt 
for AI-driven surveillance or centralized data collection technology, 
enabling stronger economic integration and sovereign control. At 
the same time, they may move away from privacy-focused AI 
policies and decentralized characteristics typically advocated 
by Western democracies. Such decisions could not only shape 
internal governance, but also influence global AI partnerships 
and technological standards in ways that drift away from core 
democratic values.

This dynamic has profound implications for global society. AI 
empowers states to innovate their economies, strengthen national 
security, and improve public services. Yet it also introduces 
pressure by forcing governments to navigate trade-offs between 
advancing domestic priorities and engaging in global cooperation. 
For example, while AI can drive economic growth and bolster 
security, dependence on systems developed by foreign entities or 
shaped by international frameworks without adequate safeguards 
or inclusive governance can compromise sovereignty—granting 

external actors influence over critical infrastructure and limiting a 
state’s autonomy. In this way, AI becomes a double-edged sword: 
it offers strategic advantages, but also intensifies the tension 
between protecting national interests and engaging with global 
responsibilities in the digital age.

Given these tensions, international governance may offer the most 
viable path for balancing state autonomy with global cooperation. 
Rather than forcing states to choose between isolation and 
vulnerability, it creates space for shared responsibility and mutual 
protection. This approach builds on post-war foreign policy theory, 
which holds that global challenges, such as AI development, cannot 
be addressed in isolation, but rather through cooperation. By 
establishing shared standards and rules, international governance 
enables states to collectively manage the risks of AI, preventing 
more powerful actors from exerting disproportionate influence over 
global digital infrastructures. Such an approach helps maintain 
stability and protect democratic institutions. Just as global 
democratic governance was once championed to create resilient, 
equitable societies, an international AI governance framework 
could now provide a balanced way forward—safeguarding state 
autonomy while enabling technological progress. Without such 
frameworks, smaller or less technologically advanced states risk 
being left vulnerable to external control over critical AI-driven 
technologies.

This strategy could be effectively pursued through three critical 
avenues. First, by prioritizing international policy that addresses 
the overlapping concerns of an AI-enabled economy, countries can 
work together to navigate shared challenges. Second, ensuring 
appropriate protections for the data that drives AI systems—
through the development of an extraterritorial data governance 
framework—could help safeguard citizens’ data while enabling 
the fair use of data by those developing AI technologies. Finally, 
the development of international standards for AI governance 
could support cross-border activities and promote reliability, 
fairness, accountability, and privacy in AI products and services. 
A coordinated global approach to AI governance would not only 
support the development of strong mechanisms and policy 
alignment but also help ensure that the sovereignty of all states is 
respected, regardless of their technological capacity.

A way forward

The rapid advancement of AI presents both significant 
opportunities and complex challenges for state sovereignty. 
Emerging forms of AI, such as multi-agent systems and frontier 
AI models, challenge or undermine state sovereignty by making 
autonomous decisions that transcend national boundaries. AI not 
only tests traditional concepts of sovereignty but also adds layers 
of complexity to governance in a highly interconnected world. As 
these technologies evolve, they underscore the tension between 
maintaining domestic control and engaging in global integration. 
The task ahead is to craft collaborative, international governance 
structures that not only respond to the technological and economic 
impacts of AI, but also safeguard democratic governance and 
state autonomy. 
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Introduction

As this series has made clear, AI will significantly impact 
democratic values, institutions, and processes, from the 
individual to state levels. Necessarily then, it will impact the 
modern social contract—a concept rooted in Western thought 
and central to many democracies. Put simply, the social contract 
holds that individuals are willing to give up some freedoms to 
a legitimate authority in exchange for the benefits and stability 
of social order. However, if AI is challenging this arrangement, 
is there a need for a new social contract for the era of AI, one 
that preserves the core elements of democratic societies while 
adapting to new socio-technical realities?

A new social contract

The social contract asserts that the authority of government stems 

from the consent of the people. It is a reciprocal agreement 
between the people and the state, wherein the people submit to 
the authority of a sovereign in exchange for protection, stability, 
and ongoing order. Democracy plays a crucial role in upholding 
the social contract by grounding it in shared values, which are 
transformed into rules, laws, and governing institutions to create 
and maintain collective reciprocity and benefits.

Foundational to this arrangement is human agency—the capacity 
to think logically, act rationally, and exercise self-restraint to 
pursue long-term collective stability and mutual respect. Through 
rational decision-making, “the people” influence, shape, and 
benefit from the structures and agreements established under 
the social contract. 

AI and its increasingly agentic capabilities challenge these ideas. 
This transformational technology is demonstrating the ability to 

5.0. A NEW SOCIAL CONTRACT FOR AN AI-ENABLED WORLD

Finally, the question of the social contract itself remains. As AI reshapes societal norms and 
governance structures, this fifth essay contemplates how democracies may need an updated social 
contract to align AI’s impact with democratic principles. To achieve this, the essay outlines three 
essential conditions for this renewal: a political commitment to democratic stability, the integration 
of democratic values into AI design, and the establishment of new governance frameworks.

Monique Crichlow and David Baldridge
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make rational and logical choices that generate value and benefits 
that rival or outperform functions once reserved exclusively 
for humans, like the ability to create art or work and never get 
tired. Furthermore, recommendation algorithms and targeted 
advertising powered by AI on social media platforms can shape 
public discourse by prioritizing certain viewpoints, influencing 
consumer behaviour, and reinforcing echo chambers. Additionally, 
phenomena like “dead internet theory” underscore concerns 
about AI-generated content dominating online interactions.59 

By demonstrating agentic capabilities of its own and radically 
transforming the information ecosystem, AI is disrupting the 
social contract. While a social contract implies a certain degree 
of universalism, AI tools can be deployed as instruments of 
socioeconomic or geopolitical power, interfering with labour 
markets and democratic processes to the advantage of those with 
the resources and lack of scruples to fully exploit this frontier 
technology. Moreover, the proliferation of AI agents undermines 
the basic human ability to think logically and act rationally. Such 
processes are eroded when humans face an information ecosystem 
that has been ravaged by deepfakes, misinformation, as well as 
the repeated bombardment of psychologically powerful algorithms 
that manipulate and divert audience attention. Consequently, 
affirming a core set of democratic values that will be persistent 
despite AI’s transformational effects is non-negotiable.

In this context, establishing a new social contract for the AI 
era is about ensuring that the rules, laws, and institutions that 
uphold democratic values are preserved in the face of significant 
technosocial change. This new social contract would address 
human agency, participation in shaping social tradeoffs, and state 
sovereignty, all exercised through legitimate forms of authority in 
response to changing normative preferences and social contexts.

Affirming values and rights that matter

Evaluating which values and rights to uphold to preserve 
democracy is not about passing normative judgment on AI or 
debating its social status. It simply acknowledges that, by virtue 
of the social contract, AI’s role in society necessitates guidance 
to ensure its alignment with democratic values and social order.  
This begins with affirming human agency, guarding against undue 
influence, and addressing implications for societal organization, 
state authority, and the creation of new rights in the age of AI. 

First, if human agency and the ability to freely pursue ideas 
and generate outputs is to remain a core tenet, the desire to 
safeguard against undue influence and interference ought to 
extend to AI as well. In practical terms, this might include the 
right to have certain decisions made entirely by humans, free 
from AI influence, or, at least, the right to be informed if, and to 
what extent, AI was used in making a decision. 

Second, safeguarding the ability to connect socially, organize into 
groups, and engage in the democratic process through inclusive 
deliberation and norm-setting must be prioritized. Without fora 
and freedom to deliberate on societal values that underlie a 
democracy, it cannot exist.  For example, the very act of affirming 

rights in the age of AI requires this. There already exist sharply 
divergent views on the proper development and role of AI in 
society. Inclusive processes should help construct a network of 
rights that appropriately balance the views of different groups 
and protect the widely held core values. 

Third, it is essential to ensure that states and their administrative 
structures are respected as having legitimate authority over their 
populations, borders, and affairs. This includes addressing the 
power asymmetry between those who develop AI systems and 
the state, ensuring that the power to set rights and regulations 
remains balanced. The fair distribution of economic prosperity 
must also be a priority, with states playing a key role in shaping 
AI’s impact on their economies. Ultimately, this approach will 
ensure the preservation of the democratic state and the rule of 
law. 

Finally, some required rights will be wholly new concepts, unique 
to the world of AI. Some of these rights will protect the individual 
from the novel threats AI poses to personal freedom. This could 
include the right not to be digitally replicated, to decline digital 
immortality, or to have freedom from AI influence over certain 
high-stakes decisions like criminal punishment or access to 
expensive experimental medical treatments. In some contexts, 
rights and obligations will be bestowed on AI systems themselves, 
like the ability to earn or hold property and be sued for harmful 
activity.60 These emerging rights and obligations will extend the 
social contract to account for these novel agentic actors within 
society and create a distinct category of legal relationship. It 
will cement AI’s new role in democratic society by appropriately 
accounting for the social, political, and economic significance of 
this new technology. 

A way forward

The path to achieving a new social contract that preserves 
democratic values requires three essential conditions to be 
met. First, there must be strong political will and incentives to 
maintain social stability and engage in the process of articulating 
democratic values as new digital rights. Second, these values 
must inform AI system design and technical standards. This 
ensures that AI technologies—especially those with agency and 
those operating in high-stakes areas—do not negatively impact 
distinctly human interests. This requires careful consideration of 
both design principles and implementation practices. Finally, new 
administrative structures, such as rules and institutions, must 
be established to provide governance over evolving human-AI 
interactions, particularly when AI operations diverge from core 
democratic principles.

As society is rapidly transformed by the increasing adoption of 
advanced AI systems, the social contract must be updated to 
ensure that AI supports, rather than undermines, democratic 
values. Building such a contract preserves the foundational 
elements of democratic societies while adapting to new socio-
technical realities. It simultaneously safeguards humanity, while 
recognizing that democracy and innovation require ongoing 
processes of experimentation, compromise, and trade-offs.
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